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Two experimentsexaminedthe time course of the use of auditory and visual
speech cueto spoken word recognitionsing an eyaracking paradigmResults of

a first experimentshowed that the use of visual spdecues from ligreading is
reduced if concurrently presented pictures require a division of attentional
resources. Thiseduction was eviden6 Sy ¢KSy fAaGdSySNaAQ S&s 31
speaker rather than the (static) picturdSxperiment 2 used a deictic i gesture

to foster attention to the speakerAt the same time the visual processing loads
reducedby keeping the visual display constant ovdixad numberof successive
trials. Under these conditions, the visual speech doas lip-readingwere usel.
Moreover, the eyetracking data indicated that visual information was used
immediately and even earlier than auditory information. In combination, these
data indicate that visual speech cues are not used automatically, but if they are
used, they are ustimmediately.

In spokenconversation Jistenerscan make use ahe acousti¢auditory signal as well as visual
AYF2NXEGAZ2Y FTNRY (KS &LIS lwhaSidieiag shidVhie theaatifoyySighala (2 A
carriesmuch more and more finegrained information about the phonetic content of speecthere is a
consistentcomprehensiorbenefit for audiovisual speecbver audieonly when speech is perceivad
noise(e.g., Macleod & Summerfield, 198TheMcGurk effec{McGurk & MacDonald, 19Y6hows that
visual speech is even used with clearly audible stimuli: If perceivers see the video of a speakeyosaying
while they hearow, they often report hearinglough However, how the two streams ofauditory and
visualinformation are integrated &s been hotly debated. Some clainatlvisual information influences
speech perception at very early stagafsprocessingvan Wassenhove, Grant, & Poeppel, 2085)le

others argue thatudiovisualintegration occurs lat€Colin et al., 2002; Stekelenburg & Vroomen, 2007;

Holger Mitterer, Department of Cognitive Science, lgaf Media and Knowledge Sciences, University of Malta, Msida
MSD 2080, Malta. Eva Reinisch, Institute of Phonetics and Speech Processing, Ludwig Maximilian University Municht.Schellingst
3, 80799 Munich, Germany.

This work was supported by a University of Malta Research Grant to the first author. The second author was supported
by an EmmyNoether Fellowship by the German Research Council (DFG, grant nr. REB047/1

Correspondence concerning this article shouldsbat to: Holger Mitterer, Department of Cognitive Science, Faculty of
Media and Knowledge Sciences, University of Malta, Msida MSD 2080, Malta or electronically to holger.mitterer@um.edu.mt



USE OF VISUAL SPEECH: EARLY BUT NOT AUTOMATIC 2

for details see below)On a theoretial level, these claims are based on metmsed theories of speech
perception(see, e.g., Fowler & Dekle, 1991; Rddam, 2008)and the fuzzyogic model of perception
(FLMP, Mssaro, 1998)respectively

A first line ofresearch tyingto estimate the locus of audigisual integratiorused lexical effects
to anchor audievisual integration. It was testaghether the McGurleffectis more likely to occur if audio
visual integraibn lead participants to report a wordather than a nonwordBrancazio, 2004r when
the combinedaudiovisualpercept better fits a given senten§@/indmann, 2004)The effects tend to be
variable, with sme studies finding a stronger visual influence wiitdleads to a response that is a real
word or semanticallyfits the context(Barutchu, Crewther, Kiely, Murphy, & Crewther, 2008; Brancazio,
2004; Windmann, 2004while othes do not (Sams, Manninen, SurakkHelin, & Kattd, 1998At first
sight, it would seem that findings of an influence of lexical factors on audiovisual speech perception would
be more in line with the view that the visual signal is used in lexical access, and hence at an early stage.
However, as discussed by Windmann (2004), these findings are also consigeriate-integration
models such as FLMP.

Another line of research used event related potentials (EBRmR)vestigde the time course of
audiovisual integrationERPare well suied toinvestigateearly perceptual processesnd make it easier
to exclude posperceptual explanationsVan Wassenhove et §R005)present data that indicateén
early interaction of visual and auditory channels, based on an earlier and smaller N1 compwmnent
audiovisual speechompared toaudio-only speechThe N1 is a component occurring about 108 after
stimulus onset and is considered to reflect early auditory processimgauthorsargued thattheir results
showthat the auditory and visuathannels are integrated earlysgeciallypecausehe N1 reduction was
largest for highly salient visual speech stimuli (i.e., a labial stop /p/). These results, however, have not
stood the test of time. Stekelenburg and VrooméStekelenburg & Vroomen, 2007; Vroomen &
Stekelenburg, 20103howed that these effects can be understood as a reduction of the N1 signal
indepencent of the phonetic content of the speech signahey showed that the visual signal acts as a
warning signal that an auditory signal is going to arrive. Accordingly, the reduction of the N1 amplitude
and its consequent earlier pedgee Luck, 2014, for the interrelabeess of amplitude and latency of ERP
components)ccur with stimuli in which visual motion precedes the sound (e.g.-sytiable utterances
and hand clapping) but natith those in which the visual signal does not lead the auditory signal (e.qg.,
tearinga piece of paper)later research showed that the reductiofithe N1 componentnay in factbe
proportionalto the salierce ofthe visual signal for predicting the onset of the auditory sigBalinelliere,

Sanchezarcia, Ikumi, & SotBaraco, 2013)
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In line with these findings, Meyer, Harrison, and Wuer@@013) presented evidence that
audiovisual congruency does not infleenthe ERP before 200mA&dditionally, Colin et a(2002)report
that it is possible to evoka Mismatch Negativity(MMN) purely by changing the sial signal; however,
this MMN did not lead to a polarity reversal at the mastoid electrodes. Since the latter effect is usually
associated with early auditory processes, this finding aligns with the other ERP evidence to suggest that
the integration of awlitory and visuaspeechinformation occurs lateas proposed inthe FLMRMassaro,
1998) First the auditory and visual sigaale evaluated separately and the percept is decided upon by a
combination of both signals.

What these findingslso highlight isthat the interpretation of the ERP signal is often not that
straightforward. For instance, the finding that labial stagbigit the strongest N1 reduction may simply
reflect thatalip closure allows a better predictionof when a sound is going to arritiean other(visible
articulatory gesturesThe phoneticcontent of the visual signahat is,the phonetic information thatt is
a labial soundmay not matter for the early processing of the auditory sigtiahay hence be useful to
have a dependentariable that reflects how the visual speech information influences lexical admgiss
ERP components are not always straightforwardly linked to cognitive processes

Ostrand, Blumstein, Ferreira, and Morg&016)used a measure that can beome directly
interpreted as reflecting lexical processing: associative priming. Ostrand et al. (2016) made use of minimal
pairs such adait-date, which were recorded audiovisually and then presented in congruent and
incongruent conditions (i.e., McGurkimsuli such as auditonpbait and visualdate). In a pretest,
participants were asked to judge how well these items soundaasor bait. This gave rise to a McGurk
like effect so that visuddait coupled with auditorydate was deemed as a good exampléeaft but a bad
example ofdate. In their main experiment, the same stimuli were used in an associative priming task.
Auditory target words related to both members of the minimal pair-( A (i dfigl R AGE3SK  JhyeieA Y S
presented with a 50ms interstimulus interval. In the congruent condition, the expected effect of
associative priming was found so tHait primed fishand date primedtime. In the incongruent McGurk
condition, howeverthe priming data indicated that only the auditory signal seemed to matter. That is,
visualdate combined with auditorybait primed onlyfish but not time. This indicates that early lexical
activation may be independent of the visual signal when the spegtal is acoustically unambiguous.

However, there is a possible alternative interpretation for these resuftsile it is often assumed
that audiovisual integration is automatie.{., Rosenblum, 2008), there is now a substantial body of
evidence that aumbvisual integration in speech perception is hinderethére is an additional cognitive

load (Alsius, Navarra, Campbell, & Sétaraco, 2005; &varra, Alsius, Sotbaraco, & Spence, 2010;
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Tiippana, Andersen, & Sams, 2Q04he priming method used by Ostrand et al. (Bplincluded
performing a secondary taskperforming a lexical decision on the potentially primtatget wordr which
is a form of cgnitive load. i may be that the lack of an effect of the visual stimulus was due to this
secondary task

In the present study, @ therefore tackled the issue of how tlaiditory and visuathannels of
speechare integrated with another method that has besuccessfully used to track the time course of
the use of differebh cues in speech perception: viswabrld eyetracking (McMurray, Clayards,
Tanenhaus, & Aslin, 2008; Mitterer & Reinisch, 2013; Reinisch & Sjerps, 201B)s paradigm,
participantsare presentedvith asetof pictures orascreen andskedo click on he pidure that matches
what they perceive.Importantly, listeners have been shown to spontaneously fixate their eye gaze on
visual referents that match the concurrent speech input in a closely-kimeed fashion(Allopenna,
Magnuson, & Tanenhaus, 1998; Cooper, 197&or example Allopennaet al. (1998) presened
participants with the sentenc€lick on the beakemnd tracked how mucharticipantsfixated onpictures
of a beaker, a speaker, a&é&tle, and a phonetically unrelated distractofhey found thanot only the
eventual target picture of a beaker recedsenore fixationsthan the unrelated distractor but alsohe
pictures of both wordshat werephonologically related to the targéite.,speakemandbeetlg. Since then,
this method has been highBuccessfuin showingthat listeners are extremely quick use finegrained
differences in the speech signdbr a review, see Huettig, Rommers, & Meyer, 201fl audiovisual
integration for lexical items is indeed late, we should find that the visual signal influences the eye gaze
much later than the auttry signal.One advantage of the visualorld paradigm is that the ey#acking
record reflects online processing contingent with the unfolding speech sigasi as ERPs do, but the
interpretation is more straightforwardf fixations ona picturereferring to a wordstarting with a labial
soundoccured earlier if therewasvisual evidence for a labial sound, tiisuld beclear evidence that
information about the place of articulatiohas been extracted from the visual sigrald is used for
spokenword recognition(for a similar argument comparing ERPs andteyeking, see Mitterer, 2011)

Onepotential issuewith using a visualvorld paradigm with audiovisual stimufiight be thatthe
referent picturesrequire participants to look away fronthe speaker towards the pictures. As a
consequence, participants would perceive the talking face muchibiwlue to the strong decrease of
visual acuity outside the foveklowever,the McGurk effechas been shown to bsurprisingly resilient
to fixation position. Below 10 degrees of visual angle, there is no decrement of the effect of visual speech
on speet perceptionand only above 20 degrees does the use of the visual speech signal deteriorate

strongly (Paré, Richler, ten Hove, & Munhall, 2003%nce, fixations on picture referents in the visual
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world paradigm should ngtrevent listeners from using visual speech ctresn a speaker video that is
centered on the screemas this is possible within 20 degrees of visual afgi@ther potential issue,
however, is that thedditionalpicture stimuli may lead talivided attentbn in processing the vide@xsus
picture stimuli. Divided attention in turn has been shown to lead ttecrement in the use of visual speech
(Alsius et al., 208). Therefore, we also includea control condition,with little visual load. That is,
participants made repeated decisions to the same word pair with the pictures on the screen remaining in
a fixed position which is the standard format under which audigual integration is usually assessed
(and unlike the random assignment of pictutesscreen locationsypical for the visualorld paradigm).
This control condition will be referred to asninimalvariability condition If visual speech does not
influence speech perceptioim the visualworld condition,the minimakvariability conditionwill rule out
the interpretation that ourspecificAVstimuli used in this experiment might be insufficientitdluence
speech perceptionlf an effect is found in theninimakvariability conditionbut not in the visuatvorld

condition this may then bbecausehe visual cues are not used under high task demands.

Experiment 1

In this experiment, waimed attesting how quickly eyanovements reflect the use of auditory
and visual information in speech perceptidkt.this juncture it is useful to distinguish the use of the visual
speech signalrom audio-visual integration. If participants look more towards the picture of a labial
referent when seeing a liplosing speechesture, this indicates that visual speech is used, but it does not
necessarily mean that the visual and the auditory signal are integrated to asankbry percept.

We presentedparticipantswith an audiovisual speech stimulus and asked them to clicthen
picture referred to by the speaker. By using congruent and incongruent audiovisual stimugulde
estimate when the visual and the auditory signare usedfor speech perceptiorSincea previous study
indicated that initial lexical accesmight be strongly llasedtowardsthe auditory signa{Ostrandet al.
2016), we used slightly ambiguoasiditory stimuliin an attempt to provide more leverage for the visual
signal to influence perceptioiVe decided to aim for stimuli with an odds ratio of 4/, which should

still give rise to a clear effect of the auditory cues but at the same time allow for a visual influence.
Method
Participants

Fourteen native speakers of Germamok part in the experiment. Thegll had normal or

correctedto-normal visbn and no hearing impairment. They were paid for theirtiggration.
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Materialsand Procedure

We recorded a Genan native speaker producing elev&erman minimalvord pairs of which
ten were eventually usedrhe minimal pairdiffered inthe place of artulation of stop consonants, which
were either labial or alveolafe.g.,PanneTanne Engl(car)breakdowr fir, Table Al provides the list of
minimal pais used in this experimentHalf of the minimal pairs differed in wosiditial position (asn
Panre-Tanng, the other half differed in wordinal position (e.g.gelb-Geld, Engl.yellow-money)*.

Two recordings were mader each of the minimal pair®ne audiovisual recording and ohgh-
quality audio-only recording with the microphone close to thed$ I { S NX)(for d¥talsizin #e audio
recordings see below)he videowas recordedat 25 frames per secondndfocued2 'y (G KS & LISF { S|
head(720x576pixels per frame). From thisgdeo recording, short clipsf 1.2swere extracted The audio
in theseclipsstarted between frame 12 and 18.e., after480-520ms). The first 200 ms wereverlaid
with afade-in from a black framaip tothe still of the sixth frame and the last 200 ms wexerlaid with
a fadeout from a still of the twenty-fifth frame to a black frame. These transitions weaddedusing
AdobePremiere (Adobe Systems Inc.yhe videos were then furth@roppedto a size oB50 x 496ixel
using the VirtualDukoftware (www.virtualdub.org)

Multiple high-quality audio-only recordings were ade for each wordThe one matching closest
with the audio from thevideo was then selectedor the generation of audio continudiscrepancies
between the video and chosemigh-quality audio recordingvere below 30m% To select audio tokens
that were sightly ambiguous between the labial and alveolar endpoints of the minimal, paéselected
audio recordingsvere morphed intcelevenstepcontinuausngthe STRAIGHT audio morphing algorithms
(Kawahara, MasudKatsuse, & de Cheveigné, 1999)

The continua were pretested by askinge native speakers of Germam categrize 6 steps for
each of the eleveminimal pais (steps 1,3,4,5,6, and 8) five timd3ased on this préest we selected
audiofiles that elicited roughly 20% and 80% of labial responSasce all pairs gave rise to clear

identification functions, welecided to excludehe pairKorbg Cord(Engl. basketcord), becauseCordis

1 Barutchu, Crewther, Kiely, Murphy, and Crewtt@008)reported that audiovisual integration differs over
position in the word being stronger in the onset than the offset positidiowever, their statistical analysis only
takes into account variation oveuarticipants even though their Appendix slws massive variation between items
(with McGurk responses varying betweénand 64% over stimuli). We therefore used the itespecific data
presented in their appedix for an itembased analysis, which showed ttedl effects are far from significant (ak
>0.2).

2 Note thatsuchan exact match in duration betweean auditory and visualiord would not be necessary,
as observers consistently fail to notice such small audiovisual asynchronies (Vatakis & Spence, 2007) and tend to
integrate information fromasynchronous audio and video within a time window of up to 200 ms (van Wassenhove,
Grant, & Poeppel, 2007).
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mostly used in compound words ararely used in isolation in Germdsor the remaining ten pairthese
audiofiles were then dubbed onto the videos byepladang the original audy (where the original audio
was used to timealign the new audio). In this way we producddeos in whth the auditory cues more
or less matchdthe visual cues (e.g., a video with the utterafi@neand an audio identified aBanne
at 80%) and videos whichthe auditory cuesnismatchedthe visual cue§i.e., a video with the utterance
Tanneand an audio identified aBanneat 20%).

For each of the twenty wordsom the ten minimal pairswe performed a Google image search
and selected an image to rement that word (see Figure 1 for some examples). Images were scaled to
200x200 pixels. Images and videos were combined to disjpaywo different conditions The first
condition was similar to the typical viseabrld paradigm in which on each trialfour different pictures
were presentedon the screen(visuatworld condition) The video of the speaker appearednteredon
the screen and the pictusawvere placedo the right and left of the videoPictures included a target (e.g.
Panng, its competitor(Tanng anda distractor pair that had the critical sound in different word position
(here e.g.gelb-Geld where the critical contrast is in woifthal position).Thedistance between the center
of the screen and theiddle of the picturesvasabout 9°horizontallyand about 7.5%ertically Theimages
on the screen changed for every trial (as is usutdlérvisuatworld paradigm) and the randomization was
doneindependently for each participant, with the constraint that the target and its competitor aygue
equally oftenin all four possible position§hepictureswere presentedb00ms prior tothe onset of the
video, so that in totalthe previewof the pictures wad srelative to the start of theaudio. Participants
were instructedto move a visiblenouse cursor on the picture matching the word they heandl click on
it.

The secondondition was similar to t typical format of audiovisual speech perception studies
with little trial-to-trial variation(minimakvariability condition) Each minimal pair was repeated for twelve
trials, andonlythe two response optionfor this pairweredisplayed on the screeithe two pictures were
presentedin the upper right and upper left position (sdgégure 1 for the exact positionand did not
switch sidesfor a set of twelve stimuliThe timing was the same as in the viswakld condition.
Participants were asked tpress the left mouse button if the utterance matched the picture on the left of
the speaker and the right mouse button if the utterance matched the picture on the right of the speaker.
No mouse cursor was visible and no mouse movement was hence regémledving the standard
procedure in audiovisual speeéxperiments.The experimental procedure was implemented using the

SR Research Experiment Builder.
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Figure 1.A still of an experimental trial in the viseabrld condition of Experiment 1. The task of the
participants was to click on the picture corresponding to the worénetti by the speaker in the video. In
this display, the potential targets aialt, Engl.,cold (upper left),Kalb,Engl.,calf (upper right),Tanne,
Engl. fir (lower left), andPanne Engl. breakdown(lower right).

Participants were first familiarized with thectures and their namesNext,they were seated in
front of a computer screen and an Eyelink SR 1000teaker in desktop setip was calibrated. They
were instructed that they would see a speakethe centertwo or four pictures scattered over the four
guadrants of the computer screen and heaward over healphones. They were askad decide which
word theythought the speaker in the video hadtered. How the response was given differed between
the two conditions. In the visualworld condition,participantswere askedo move a visible mouse cursor
over thepicture matching the utterance and click on it. In thénimakvariability condition there was no
mouse cursor visible, and participants simply clicked the left mouse button if they thought the utterance
matched the picture on the left and the right maubutton if the utterance matched the picture of the
right. Gondition (visualworld vs.minimal variability was manipulated within participants. It was blocked
with the order counterbalanced across participants. Bamhditioncontained 120 trials.

For exh minimal pair, there were four pos$tbaudiovisual stimuli that aree by crossinthe two
auditory stimuli with the two visual stimuli. Since our main questaout the timing of the use of
auditory and visual information was addressed viaittmnguent trials, theg were presented twice as

often as the congruenbnes Each participant hence sawor each of the ten minimal paitsthe two
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congruent stimuli (i.e., audio & videolabial ard audio & video = alveolatyvice (= four trials)and the
two incongruent trialsfour times (= eight trials)

In the visualworld condition, the stimuli were presented randomly, with the constraint that the
same pair could not be used as a target on two consecutive tiiatlse minimakvariability conditionthe
twelve stimulifor one minimal paiwere presented consecutively, and the transition from one to the next
minimal pair was indicated by a screen which showed the twiugs for the upcomingninimal pair It
informed participantghat they would have to make @hoice between these two for the next set of trials.

In both conditionsthere was a break halfway through the 120 trials; participants continued by pressing a

mouse button.

Data Processing

The output of the eydracker in terms of events (saccades, figas, and blinks) was analyzed
with a PERL script to generate a time line of looks for each trial. Saccades and Fixations were merged into
looks to the position of the fixatiorficf. McMurray et al., 2008)Blinks were replaced with the last
preceding fixation position. If there as a fixation position outside the screen on a given trial, the data from
this trial was discarded, as such fixation positions often indicate faultytragking. This lead to the
rejection of 181 trial44.8%) of which 117 were from one participant, who was difficult to calibrate due
to wearing glasses. The data from this participaas not usedor the eyetracking analysig-or the rest
of the participants, the rejection rate was 2.1%.

For the remaining trials, the fixation positions were categorized as being on the face, on other
parts of the video, or on one of the picturdsixdions were only counted as on a picture, if the fixation
position was on a pixel that was occupied by that picture. This was necessary, because the video and the
picture were quite close to each othéimilarly, fixations were counteas beingon the faceif they were
within a rectangular region between the ejeshes and the chin in the vertical dimension and between
the outer edges of the eye sockets in the horizontal dimensions. Previous research has indicated that the
use of visual speech cues is irnably strong when this region is fixatézke, Paré et al., 2003, Experiments
1 and 2)

Results
Overall gaze patterns
First we provide an overview where participat®ked during theifferent tasks. This provides

a frame of reference for interpreting the behavioral daggardinghow oftenparticipants fixated orthe

face of thespeakerversus on otheparts of the visual displayGaze patterns are shown separatedy f
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minimal pairs differing in thenitial phoneme and minimal pairs differing in thémal phoneme, because

the timing of visual versus auditory information is different between these two cases. With stop
consonants, the visual cues precede the auditmugs in the wordnitial case (since the closing gesture
precedes the release with no acoustic trace), but the visual cues and auditory cues go hand in hand in the
final condition, in which the visual closing gesture also leads to audible formant trassifor all eye
tracking data, we used the time of the consonant release as the time anchor, indicated as zero
milliseconds in all eygacking figures.

Figure 2 shows that participants fixated mostly on the fageto the point of the release of the
critical stop consonant. Only in the viswadrld condition and there only for the stimuli with the critical
consonant in worefinal position, participants started moving their egaze away from the video towards
the pictures already around the release. Tigiat the time of the release there were about 50% fixations
on the video, and that trend was rapidly falling. However, 50% fixations on the video should be sufficient

to expect an influence of the visual signal on the perceptual identifications.

minimal-variability condition visual-world condition
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Figure2. Eyetracking data showing the proportioof fixations on the face of the speakeersus the
pictures in both conditions. In both conditions, the video was fixated on more than the pictures up to the
release of the critical stop consonant.

% During the presentation of the speech stimuli, there were hardly any fixatimtsvere on the video but
not on the face areé<1% overall)
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Perceptualdentifications

Figure2 shows the proportion otases in which the stimuliere identified aslabial, that is,
responses in which the labial member of the minimal pair was chfuseall combinatiors of auditory and
visual cus. The left panel shows that the minimaidvariability condition both auditory and visual cues
influence the likelihood of labial responseghe data for the visuakorld condition (right panel), in
contrast, indicate that only the auditory cues mattered. This difference was cordibyeageneralized
linear mixedeffects modelusing the package Idgv.1.1.10)in R (V3.2.5. In this analysis, response (0 =
alveolar, 1 = labial) was ttdependent variable anthe fixed effect predictorsvere visual and auditory
cue contrast coded ag0.5 = alveolar, 0.5 = labjatondition (contrast coded a.5 = minimalariability

and +0.5 = visuatorld) and thetwo-wayinteraction of cugand condition

minimal variability condition visual-world condition
o _ o _
=
B V = alveolar B V = alveolar
O V =labial O V =labial
@ _| @ _|
o o
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A = alveolar A = |abial A = alveolar A = labial

Figure 3 Perceptual decisionscoded as the proportion of trials in which participamtsose the labial
member of the parr in the two identification tasks in Experiment 1, depending on the auditegxi®)

and visual cug(light bars: visual cues for labiaarkbars: visual cue for alveolaffjhe data are shown in
proportion but are basedn averaging individual proportions in logOdds. The error bars represent
standard errors of the mean ind®dds, following the method of Morg2008)
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We did not specify a fuflactorial model, because smaller models require fewer random effects
and as a consequence are less likely to lead to convergence problems. Participant and item (i.e., video file)
were entered as random effects, with a maximal random effect structBeer, Levy, Scheepers, & Tily,
2013) The analysis gave rise teignificant effect of auditory cue (b = 4.352, SE = 0.636, z = §.842,
.001) that was marginally moderated by condition (b = 1.435, SE = 0.805, z = 1.783, p = .074) and an
effect of visual cue (b =2.392, SE = 0.572, z = 4.184, p < .001) thatomglysaffected by condition (b =
-4.667, SE = 0.7458, 26:261, p < .001). To further investigate this interaction, we ran separate models
for both conditions, always using a maximahdom effect structure. In the minimadariability condition,
there was an effect of auditory cue (b = 3.443, SE = 0.641, z = 5.373, p < .001) and visual cue (b = 4.451,
SE =0.641, z=6.944, p <.001). In contrast, in the-visula condition, there only was a significant effect
of auditory cue (b =5.381, SE = 0.822,62545, p < .001) but not of visual cue (b = 0.067, SE =0.748, z =
0.090, p = .928).

Given that the null effect of the visual speech cue was unexpected, we further investigatid this
two ways First of all, we calculated a visual effect measure fohgmarticipant by subtracting the logOdds
of labial responses given an alveolar visual speech cue from the logOdds of labial responses given a labial
visual speech cue, and ran a Bayesian-gsraple ttest on these dataFor thisanalysis weused the
function ttestBFfrom the R packagBayesFactofversion0.9.12)with its default priors. This produces as
test statistic a Bayes FactfRouder, Speckman, Sun, Morey, & Iverson, 2008ich provides evidence
for the null hypothesis if below anthird. The Bayes Factor fahe visual effect in the visuatorld
condition was ®11and hence provides evidence for the hypothesis that the visual cue is not used in the
visuatworld condition.

Additionally, we used the eyiacking record to focus on trials in whithe face of the speaker
was fixated for more than 90% of the 200ms interval around the closure release. This was the case for
about 59% of the trials (894 out of 15&ials with vdid responses and good eymacking). A additional
eleven trials from one participant were rejected, because this participant looked away from the face on
the majority of trials and had no data for one cell of the design. For this subset, the effemt@aifspeech
cuewasalsosmall (1%) andot significant (b = 0.111, SE = 1.071, z = 0.104, p AB2yesian-test on
the individual measures of the visual speech cue (defined as above) provided a Bayes Factor of 0.327,
which is again evidence for thesumption that there is no effect of the visual speech cue, even when the

participants focused on the face during the release of the critical consonant.
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Time course of auditorand visuatues effects

The main rationale of this experiment whstrack the time course of theffect ofauditory and
visualspeech cuesn fixatiors on referent picturesin the visualworld condition The effectiveness of a
cue is reflected imore looksto labialvs alveolarreferent pictureswhen audio or video indicate alial
rather than an alveolar consonantith eyetracking, we can see when these effects strterging The
relevant data are displayed in Figure 4 and show a clear difference between lines depending on the
auditory cues but no clear difference betweemelsonly differing in visual cue$he effects of the auditory
cues arise between 200 and 300ms after the stop rele@hes can be seen by comparthg solid versus
dashed lines for the worfinal condition andhe dotted versus dashedotted lines for he wordinitial
condition.Additionally, the figure shows an overall preference for the labial interpretation at the onset of
the stop releasdor the stimuli with wordfinal stops For these conditions there are vew looksto the

alveolar pictures beire about 300ms after the stop release.

Labial Picture Alveolar Picture
o Qo
Position -- A -V Position -- A -V
@ = final---alv---alv © = final---alv—--alv
S final---alv---lab S final---alv——-lab
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Figure 4 Fixation proportions to the labial target pictures (left panel) and alveolar target pictures (right
panel) depending on positioof the critical soundn the words auditory cue (line type) and visual cue
(line color). The comparison of dark (visaae = alveolar) and light (visual cue = labial) lines shows the
(absence of the) effect of the visual cue.
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To statistically test the time course of effects in such data, two methods have been previously
used. First, following methods used in electrophysiol(sge, e.g., Turennout, Hagoort, & Brown, 1998)
moving time windows are used to establish in which time window the effect first reaches significance
(Altmann, 2011; Mitterer & Reinisch, 2013; Salverda, Kleinschmidt, & Tanenhaus, 36tdhdly, a
jackknife method has been used to estimate when an effect reaches a certain percentage of itsmaxim
(see, e.g, McMurray et al., 2008)he latter method has the advantage to be inséwmsito effect size, and
is hence preferable when effects differ in size. However, this method cannot be applied to the current
data, because it requires an effect to be present with a clearly defined maximum. This is not the case for
the visual cues.

It is conceivable, dwever,that there might beat least a transitory effect of the visual cud
test whether thisis the casewe used the mwing window method and ratinear mixedeffects models
on sequences od moving200mstime windowstarting 100ms beforeand leadingip to 900msafter the
stop releasewith the center of the window being shifted in steps of 188 Foreach ofthese time
windows, we calculated the preference ftikating onthe picture of the referent with thelabial by
subtracting the logOdds of the fixation proportion for the alveolar picture from the logOdds of the fixation
proportion for the labial picture (proportionf zero and one were repladéy 1/n*2 and (2*n-1)/n, as
recommended by Macmillan and Creelm@004). This measure was used as the dependent variable and
the predictors were auditorgnd visual cue (again contrast codatlthat a labial cue ded agositive).

Figure5 shows the outcome of the analysiBxation proportiors for the labial picture were
significantly influenced by the auditory cue from about 300ms dfierstoprelease. However, theravas
no discernable effecbf visual cue Above we noted that there was an overall preference for a labial
interpretation for the wordfinal minimal pairs. In this timeourse analysis, the dependent variable was
the fixation proportion b labial minus theikation proportion to alveolampictures In the statistical
analysisthe preference for a labial interpretatiomashencereflected in asignificantly positive intercept
This interceptindicating an overall preference for labial refatswas significantly larger than zeothe

time windows from 0 to 500ms after stimulus ongrot displayed in the figure to prevent clutder

4 In such timewindow methods, usually there is no correction for multiple comparisons, as this
would be overly conservative. The timéndow analysis is not meant to show that an effect is substantial;
this is asserted using the behavioural data or an oVengasure of the ey#racking record. Rather, a
time-window analysis is used to track the onset of an effect.
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Figure 5 Results of the timevindow analysisin Experiment 1. The two dotted lines indicate an
approximae threshold of significangebased on the median number of degrees of freed@h= 18)
estimated by ImerTesfiThere is an effect of the auditory cues on the-ay@ements but not of the visual
cues, just as observed for the click responses.

Discussion

Theaim of this experiment was to test the timmurse of the use of visual and auditory cues in a
visuatworld paradigmandto compare these effects to a setting that closely mimics typical experiments
on the use of audiovisual information in phonetic catggation (i.e. minimalvariability condition). The
minimalkvariability conditionserved as a control that the videos contain visual cieeshe place of
articulation of the critical consonants and showed that this was the case. When participants saal a lab
closure on the video, they were more likelygerceivethe corresponding word as containing a labial. Or
stated simpler, our stimutjaverise to a McGurk effect.

However, this McGurk effect disappeared in the vismatld condition in which participas had
to click on one of four target pictures, whiappeared one second before the onset of the speech stimulus
but differed from triatto-trial in their position The eydracking datavas used to show that this was also
the case when participants fosad on the speaker during the critical consonant reledsés also
important to note that the visual angle between fixation acehterof the <reen with our display rarely
went beyond 10°, a distance whidtardly affecsthe McGurk effec{Paré et al., 2003)

It henceseems thatthe processing of the visual dispiayargely independent of eyejaza

interferes with the processing of the visual speech. This extends the literathieh shows that the
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McGurk effect though resilient to variation in visual acuitys rather vinerable when there is an
additional visual loadAlsius et al., 2005; Navarra et al., 2010ur results shoed that this is even the
case wherthe stimuli are neither concurrently appearing with the visual speech (note that thasea 1

s preview of the picturebefore the onset of speech) nor overlappispatiallywith the visual speech.

It is possible that the use of visual speech cues whalge been stronger if the auditory stimuli
had been more ambiguous. Note, however, that the McGurk effect and indeed the majority of studies on
audiovisual speech processing has relied on unambiguous auditory stimuli. Astsoicambiguity of
the audtory information does not seem to be necessary for effects of visual speech to &ycusing
slightly ambiguous auditory stimuli, we already provided a better situation for the visual signal to have
some leverage over the final percept than most studiesaudicvisual integration in speech perception.

Thereis one oddityto discuss in our results. As pointed out in the results section, participants had
an overallpreference for a labial interpretation for the woifthal minimal pairs independent of the
experimental conditionlt is important to note that for these stimuli, themeeretwo temporally separated
cues that listeners could uda pairs such aKalb¢ kalt (Engl.,calf ¢ cold). First, there is the formant
transition into the stop closurewhichis then followed bythe release burst (note that stops in German
are canonically releasedjhe auditorystimuliwere selected based on a ptest, and weredentified as
labial in 20 or 80%f the casesIn doing so, we apparentBelected items in whitthe formant transition
was biased towards a labial interpretatiobecause, for released stops, the final percept is mostly
determined by the burs(see, e.g., Dahan & Tanenhaus, 200@)erefore, the stimulus with an 80%
alveolar interpretation based on theombination oftransition and release still had a formant transition
that was biased towards a labial interpretatidrhis may be due to thaét that the alveolar release burst
is typically louder than a labial release burst, so the mix requires a good deal of the labial beleshte
be perceptually ambiguoudhisresult shows that our eydracking data are sensitive enough to reflect
the online processing ofuchfine phonetic detail in a highly timecked fashion. The fact that even with
this measure, no effect of visual speech was observed strengthenargument that the visual speech
information is not used under a visual load.

While the data clearly show that visual cues are used in the minna@ébility but not in the
visuatworld condition, it is difficult to say what caused this difference. fll@ conditions differ in many
respects such as the variability of the visual envinent, response format, etc. We will return to this
issue in the General Discussion, because the data of Experiment 2 provide further constraints on when

visual speech cues are utilized.



USE OF VISUAL SPEECH: EARLY BUT NOT AUTOMATIC 17

Experiment 2

In this experiment, waet outto measure audievisual iegration in a visualvorld paradigm, in
which participants move the mouse on a target picture in a differenugethan in Experiment 1. In order
to lessen the perceptual load, we used a design in whiels were blocked by minimal pair, as tine
minimal-variability conditiorof Experiment 1Also, the visual displdie., the position of the pictures on
the screen)stayed constant for a series of twelve tridWhat differed however was thatparticipants
sawfour pictures per trialtwo pictures fa each word, one to the left and on to the right of the speaker
(see Figure 7)Tofocusattention on the speaker, the speaker produced sentences suctlials on this
comband pointed towards the right or left, indicating which of the pictures shouldlibkez on.

The reason to use a video with a gesture next to visual speectwosd. First of all Experiment
1 showed thata variablevisual display creates attentional load thatimpairsand even preventaudio
visual integration. This gives risettte question whetherny additional visual stimulus is sufficient to
impair audievisual integration. If using a gesture already impaired aw@iaal integration, this would
indicate that audievisual speech perception might in fact not be as importargviaryday interaction
peppered with gesturesthan previously thought on the basis of laboratory experimeifds a similar
argument for orthography, see Mitterer & Reinisch, 20159)erefore, knowing whether the processing of
visual speech information is impaired by a concurrent gesture is interesting inTiselEecond rationale
for usirg a hand gesture wamur initial motivation to test the time case of the use of visual speefrtbm
lipreading We hypothesizedhat using a gesture might in fact enhance the use of visual speech, as it
focusesattention on the speaker. If this is the easve are in a good position to compare the relative
timing of utilization of visual and auditory speech.

This experiment was performed in English (with Maltese English speakers as participants),
becausdn German very few minimal pairs could be uséth a sentence such dsf A O 2TYisisi KA &
becausefirst of all, in this paradigm, target words must be nouns and, secondly, many German minimal
pairsin which both members are nour{such asBach¢ Dach Engl.creekg roof), do not give rise to
minimd sentences like&lick on tis X due to case marking on the determiner (i.Klick aufdiesesDach

vs.Klick aufdiesenBach.

X d
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Method

Participants
Twentyfive native speakers of Maltese English participated in Exg@eriment. They were all
students at theUniversity of Malta, and used English on a daily basis. They all had normal hearing and

normal or correcteeto-normal vision.

Stimuli and Procedure

We audiovisuallyrecorded a native speaker of Maltese English producingBeglishminimal
pairsin the sentence framé f A O1 (@F20x576 Kiked,25fpsThe minimal pairs were differentiated
by the place of articulation of stopr nasalconsonants, which wasther labial or alveolar (e.gheamg
bean Table A2rovides thecompletelist of minimal pais used in this experiment). Half oi¢ words
differed word-initially, the other half worefinally.

The speaker was seated on a chair in front of a white. Walling the production ofhe sentence
she produced a pointing gestute the left or right.For eachminimal pair, fou recordingswvere selected
T one for each combination of target word and left vs. rightward pointing gestlie facilitate further
editing, care was taken that the timing of the speech streahthe selected videowas similar across the
four recordings These short clipsvere cut toa duration of 1.2s with the audio starting between the
seventh and eighth frame. A 20@s fadein and fadeout was added with a-frame transition between a
black frame and the first and last video frame respectively. The video was then cropped to a 8i2e of 4
576 pixels, which was the minimal size so that the head and the poirgistgrg were fullyvisiblein all
videcs.

The audio was extracted from thevideoclips Based on these recordings, the MBORIphone
speech synthesizévoiceusl) was useda generate a version of the sentence based on the mean duration
of each segment and following the intonation contafrone of the items. We chose the use of a speech
synthesizer, because this made it easier to generate multiple versions of the precediagcees thadid
not conveycoarticulatory information from the wordinal /s/ inthis regarding the upcoming target. This
was achieved by introducing a ik silence between the /s/ and the following segment, leadmthe

selection of an /skilence dbhone for all utterances.

From thesaesynthesized sentences, the target words were spliced out and aardjocontinua
were generated using the Straight audio morphing algoritfitawahara et al., 1999Analogus to

Experiment 1six speakers then categorized these stimuli as either the labial or alveolar member of the
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minimal pairs. Audio files receiving 20% and 80% of labial responsse selectedspliced back into the
sentencesand then combined with the video filels these recombined videos, the gesture startedéeo
visible in the videos on average after 548 (range 360 mg 640 ms) which is after the onset of the
sentence 442 msrange 418 mgl61 mg and reached itapex on average at 752 ms (range 560¢820
ms), which ibefore the onset of the target word (range 962 1875 ms, mean = 917 ms).

For each of the twenty words, we performed a @tmimage search and seledtevoimagesthat
represened eachword (see Figuré for examples). Images were scaled to 200%825ixels.The video of
the speaker appeared on the center of the screBimere were two different conditions in which the video
was combined with the pictures.

In the first condition, four different pictures appeared on the screen. The video of the speaker
appearedcenteredon the screen and the pictusavere placedo theright and left of the videgsee Figure
6). Thedistance between theniddle of the pictiresand the center of the screemashorizontally about
9.3°and vertically abou#t.9°. The arrangement of the images on the screas constant for twelve
consecutiverials on which participants wergresentedthe same minimal pair. Within these blockise
order of audiovisual stimulivas randomizeihdependently for each participanimages were presented
0.5s before the onset of the video, so that in total, there was a previelvobefore the audio started.
There were two pictures for eachiord ofa minimal paironeoneachside g A G K GKS af F oAl f ¢
on top. The hand gesture of the speakigren determined the side of the target picture, so that it remaid
clear for the participanthich picture was the targeThey were asked to uske mouse cursor and click
on the target.We will call this the face&gesture condition.

The secondondition was similar to theninimalvariability condition in Experiment.10nly two
response optiongor apair were displayed on the screefhe two pictues were presented on the upper
right and upper left position (see Figure 6), and participants were askpressthe left or right mouse
button to indicate whether the utterance better matched the left or right pictufes in the minimal
variability condiion of Experiment 1no mouse cursor was visible. Importantlye lower part of the video
was occluded by a square in the grey background cBlaxticipants could hence not see the gesture but
only the faceThis condition will be referred to as tli@oe-only condition.The timing was the same as in
the face&gesturecondition. The experimental procedure was implemented using the SR Research

Experiment Builder.
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Figure 6 An example of the experimealdisplay for the minimal paicomb¢ cone The hand gesture
indicates whether particignts have to click othe targetof the right or left set of pictures.

Participants were first familiarized with the pictures and their names. Next, participants wer
seated in front of a computer screen and an Eyelink SR 1000 eyetracker in deskippases calibrated.
For the face&gesture conditiormparticipantswere informed that they wouldsee a speaker and four
pictures, one in each dfie four quadrants of theomputer screepand hear a sentence over headphones.
They were asked to cliakith the computer mous@n the picture corresponding to the word they heard
on the side indicated by the hand gesture of the speaker. They were explicitly instructed to igaore t
vertical position of the gesture. That is, the hand gesture determined only whether the pictures on the
right sideor left side of the speakeshould be clicked on, but wamt diagnostic with regard tevhether
the upper or lower picture on that sid#ould be clicked on. For tHace-only condition participantswere
instructed to click on the left mouse button if the last word in the sentemachedthe left picture on
the screen, and on the right moadutton if it matchedhe right picture on the seen.

All participants performedboth conditionswith 120 trials eachThe order ofconditions was
counterbalanced across participanEor each minimal pair, there weegghtpossible audievisual stimuli
that arose by crossing the two auditory stimulithvihe two visual stimuland two directions of the

pointing gesture Since our main questiomasanswered using incongruent trials, the incongruent trials
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were presented twice as often as the congruent anéach participant hence sawor each of he ten
minimal pairs the fourcongruent stimulonce(i.e., audio & vide& labial and audio & video = alvea]ar

4 trial9 and thefour incongruentstimuli twice (8 trials) In both conditions the twelve stimuli for one
minimal pair were presented consecutivebnd the transition from one to the next minimal pair was
indicated by a screemvhich showedne of thepictures foreach member othis minimal pairParticipants
were informed that they would have to make a choice between thpstures forthe next setof trials.

For each conditionthere was a break halfway through the 120 trials; participants continued by pressing

a mouse button.

Data Processing

The data were procesgd in the same way as Experiment 1. Rejection of trials with a fixation
position ouside the screefarea lead to the rejection of 8@als (1.2 %of the data).The maximal rejection
rate for a given participant was 7.5%, and the data from all participants were retdoethe remaining
trials, the fixations positions were categorizasl being on the facan the arms/handson other parts of
the video, or on one of the pictures. Fixations were only counted as on a picture, if the fixation position
was on a pixel that was occupied by that picture. This was necessary, because thendidlee picture

were close to each othdthough not overlapping)
Results

Overall gaze patterns

First of all, we provide an overview on which parts of the display participants looked in the
different conditions For the face&gesture condition, we distingjed looks to the face, the hands, and
the pictures. Since the hands were not visible during the-fadg condition, only looks to the face and
the pictureswere consideredfor this condition Figure 7 provides the relevant resulfss in Experiment
1, the task which requir@ participants to move the mouse to a referent picture to click on it led to more
looks away from the fac&imilaras in Experiment 1, participants lakaway from the face earlier when
the critical phonemavasword final. They alsdooked less at the pictures ithe condition inwhich they
only hal to use the left versus right mouse button (faoely condition) than when they likto move a

mouse cursor to a pictur® click on it (face&gesture condition)
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Figure 7Eyetracking dad showing the amount of fixation on the speaker compared with fixationte

pictures in Experiment 2.

Perceptual identifications

Figure 8shows the proportion of cases in which the stimukre identified aslabial, that is,
responses in which the ladimember of the minimal pair was chosdor eachcombination of auditory
and visual cug Therewas a strong influence of the visual cue in batbnditions and a smaller but
consistent influence of the auditory cue as well.

This was confirmed by a lineaixed effects model using participant and wfde as random
effects and visual and auditory cues and their interaction with condition as fixed effects. All possible
random slopes were included. No other higleeder interactions were specified. All pasie random
slopes were specified. Data were coded as in Experiment 1 (response: 0 = alveolar, 1 = labial; visual and
auditory cues:-0.5 = alveolar, 0.5 = labial). The analysis revealed an effect of visual cue (b= 3.811, SE =
0.377, 2 =10.108, p < 0.0Qhat was not qualified by an interaction with condition (b= 0.133, SE = 0.300,
z=0.443, p = 0. 657) and an effect of auditory cue (b =0.987, SE = 0.387, z = 2.54, p = 0.011) that was also
not qualified by an interaction with condition (b = 0.011, SE1986, z = 0.056, p = 0.956). That is, in this

experiment the visual and auditory cues were effective in both conditions.
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participants design) are calculated in logOdds but transformed back to grops. The results indicate
that both cues wereffective in both conditions

Time course of auditorand visuatue effects

Given that we observed agffect of the visual cue in the face&gesture condition, we are in a
position to compare the time cours# the effectsthat the auditory and visual cues have on the looks to
the pictures.Figure 9 showshe fixation patterns on the picturem the face&gsture condition. As in
Experiment 1, line color is used to represent the visual cue, and it immediately becomes apparent that
the visual cue influenced gaze positions. If the visual cue was labial, participatesi mostly on the
labial picture blacklinesin the left panel of Figure 9), while they modiilyated onthe alveolar pictures
when the visual cue was alveol@reylinesin the right panel of Figure 9Therewasalso an effect of
auditory cue, with more looks to the labial pictures when thalitory cue was labial (solid and dashed

black line irthe right panel of Figure 9).

i
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Figure 9Fixation proportions in Experiment 2 to the labial target pictures (left panel) and alveolar target
pictures (right panel) depending on position and auditamg ¢line type) and visual cue (line color). The
comparison of dark (visual cudabial) and light (visual cueaveola) lines shows the effect of the visual

cue.

Since there was both an effect of visual and auditory speech cues, the time course effboth
can be compared. Since the effect of the visual speech cues is larger, it will naturally be significant earlier
in a moving time window analysitherefore we focus on the jackknife methoid which the effects are
normalized(McMurray et al., 2008; Mitterer & Reinisch, 201Byr this analgis,we focused on the time
window d -200-800 ms andcalculated theauditory effect by adding up the preference for the labial
picture over the alveolar picture when the auditoryiec was labialand subtracted from that the
preference for thdabialover thealveolarmicture when the auditoy cue was alveolar. In the same fashion,
we calculatedan overall visual effecThese effects were baselidéor the first 100ms and normalized so
that the maximum effect was.0. A50ms sawtooth filtewas usedo low-pass filer the effect curvdsf.
McMurray et al., 2008)We then calculatedt what point in time the visual and auditory effectsached
10, 20, 30, and 40% dheir maxima for subsample of the datawith each subsample havingne
participant removedi.e., a jackknife procedure, see McMurray et al., 2008; Mitterer & Reinisch, 2013)

and compared thsevalues 6r the visual and auditory effect.
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Figure 10Timecourse of thenormalizedauditory and visual influences on tligation proportions The
data showthe visualgrey linespndauditory effect(black lineshavingasimilar time course fothe word
initial minimal pairs, but the visuddads theauditory effect for the worefinal minimal pairs.

Figure D shows the ime course for both effectseparately for the wordnitial and wordfinal
minimal pairs. The onset kamcy for the auditory and visual effects were compabgdmeans of t-test
using the data from the twelve subsamples with one participant removed. Maikie wa corrected by
dividing bytwenty-four, correcting for the fact that the data from each paigiant was usetiwenty-four
times(=n-1). Table 1 shosvthe results of these analysés initial position, both cuewereused at around
the same time, while, in final position, the effect of the visual cessmedio arise earliethan theeffect
of auditory cues This result may be surprising, as a visual inspection of Figure 9 suggests that the visual
cues are always earlier. However, this impression is influenced by the larger size of the visual effects,
which makes them easier to pick out by visuapiection of Figure 9.

Table 1Jackknife estimates of onset latencies of the auditory and visual effects in Experiment 2
Position % max  Auditory Visual  tadjusted(24) P(adjusted)

10 149ms 128 ms -0.696 247
Initial 20 221ms 184ms -0.628 .268
30 262 ms 231ms -0.507 .308
40 307ms 280ms -0.218 272
10 89ms 82ms -0.042 483
Enal 20 244ms 140ms -2.766 .005*
30 264ms 173ms -2.751 .006
40 291ms 201ms -1.088 143

Note: *p < 0.05 the time points indicate when an effect reached a aart

percentage (i.e., 10, 20, 30, or 40% of its maximum).
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Discussion

Experiment 1 showed thatighvisual load prevented the use of visual cues in speech perception.
Thissecondexperiment testedhe scope of this finding by askimghether even a simpleegture would
be sufficient tohinder the use of visual speech cuPsart of the motivation to use a gesture was that this
would constitute the minimal distraction that occurs in every fémdace conversationlt could serve as
a yardstick whether visuapeechwould matter in spontaneous conversati@t all. Our results show that
visual speech may well be used in faodace conversations, because a simple gesture did not suffice to
block the use of visual speech cudimtably in the face&gestercondition, the gesture was even task
relevant. The resultghus showedthat participants made use of the visual cues even if they also had to
attend to a deictic gesture.

Because there was a cleaffect of the visual cues in #hface&gesture conditignwe werein a
position to examineur main question abouhe time course of the use of visual and auditory cusisig
a jackknife analysis to determine the onset of the two eff¢bteMurray et al., 2008; Mitterer & Reinisch,
2013) This analysis showed that the onset of the visual effect only led the onset of the auditory effect for
word-final pairs. This is sprising because, if anything, we had expected the opposite. For ivotidl
minimal pairs, the visual cues clearly precede the auditory cues, because the place of articulation for the
stops or nasals is clearly visileleen before theonset of the soundn contrast, 6r the wordfinal minimal
pairs, the visual and auditory cues are simultanedumsat isthere is phonation concurrerb the closing
gesture, which then gi\sxise to audibldormant transitions This seems to indicatedhvisual speech by
itselfis notused to predict speech sounds. If so, we should see that the visual cues lead the auditory cues
more for the wordinitial minimal pairs, which is contrary to fact. This findirgce suggesthat the full
use of visual spechrequires a concurrent auditory sigh

It may seem surprising that the visual speech cues even precede the use of the auditory speech
cuesto labial vs. alveolar place of articulatifar word-final pairs Note, however, that the speech cues in
guestbn are formant transition®ut of the vowel into the consonanSuch érmant transitions from a
vowel into a nasal or stolpave been shown to be difficult fperceive(Repp & Svastikula, 1988teriade,
2001) so that the visualip-closing gesturanay be a more reliable cuian the concurrentauditory
formant transition.Sronger auditory cueso place of arttulation are to be foundn the nasal mrmur
and especially in the stop releasee¢sExperiment 1), but thoseecome availabléater and are hence
likely to exert an influence latehan the visual cues

The results from Experiment 2 also further narrow down the possible explanations forirwhy

Experimentl, an effect was found only ithe minimalvariability condition but not in the visuavorld
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condition. The conditions differed not only in visual load but also in response complexity, because
participants had to move the mouse only in the viswakld condition. The fact that an effeof visual
speechcues was found in the face&gesture cammh of the current experiment rules out that the
response format is crucial. In the face&gesture condition, participants aldachaove the mouse,

showing that this does not interfere with these of visual speech cues.

General Discussion

Two experiments used eyieacking to evaluate when visual cues for speech perception are
utilized in comparison to auditory cues. Experimerghbwed thatobserversdo not use visual speech
when interacting withunpredictablevisual display containing four different pictureshat change on
every trial A minimalvariability condition that acted as @ntrol showed that theaudiovisual speech
stimuli were nevertheless capable of inducing a McGurk effgoese ifst results hence suggested that
the visual environment determasthe use of visual speeckxperiment 2 then reduced the visual laad
the displayby blocking critical words and pictures whéskingparticipants to focus on the speaker by
making a paiting gesture task relevant. With this sep, we found an effect of visual speeclfihis
indicates that a pointinggesture asa concurrentvisual load is not sufficient to block the use of visual
speech cuesThis setup then allowed us ¢ investigateour main question abouthe time course of the
use of visual and auditory infavation in speech perceptionAn analysis of théme-courseof auditory
and visuakffects revealed that the visual signal is used early, &ardvordfinal consonantseven before
the auditory signal.

The two main results from these experints arethat visual speech cues are not always used, but
if they are used, they are used immediately. The first of theselts adds to the literature thathe use
of visual speech cues can fltundera processindoad (Alsius et al., 2005; Navarra et al., 2010).
Experiment 2 ruled out that the absence of the effect in the visual world conditastue toaresponse
load (i.e., by asking participants to move the mouse onto one of the pictanesclick on it) It is also
unlikely that the larger size of the video in Experiment 2 can explain the difference in results, since the
area covered by the face was larger in Experime(24Dx 410 pixelsjhan in Experiment 2110 x 200
pixels) Additioral differences include that participants had to consider four lexical items in Experiment 1
but only two in Experiment 2and that attention wastaken away from the speaker in Experiment 1
through higher visual load butrawn to the speaker in Experiment means of the gestur&Vhile we
cannot rule out that the crucial difference is that the number of lexical candidates to be considered is

crucial, heselast two differences suggeshat the attentional processing of the visual dispiayargely
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independent of eyegaza interferes with the processing of the visual spegelien though we cannot
completely rule out that considering four different lexical items is the culppparently, attention might

be withdrawn from the speaker in Experiment 1 eweinen the picture stimuli are neither concurrently

appearing with the visual speech (note that there wassapteview of the pictures before the onset of

speech) nor overlapping spatially with the visual spedtiis suggests that the use of visapeech cues

requires attention, rather thanF A EF A2y & 2y i2 GKS aLSI 1 Smargetafl 0SSz
(2003)tested whetherparticipants would still useisual speech cueéthey wereforced to fixateon a
spotthatwasH nc | g1 & FNRBY { KiderathaSetohdiiond)there sl das @ strong

influence of visual speech cutst was only mildly reduced compared to a situation in which participants

were focusing on the speakeNote, however, that no other visual stimuli had to be procedsethat

experiment so that participargwere able to direct covert attentiofmote that attention is not necessarily

at the point of fixation, see, e.gvan der Heijden, 1992p the speech gesturemdependent of gaze

position Our experiments presertihe opposite situationLJ- NI A OA LI yGa 3T SR Fd GKS
had to process other visual information, leading to the allocation of attention awdyR ¥ G KS a LIS |-
mouth. This suggests that it is not so much gaze position but rather allocation of visual attention which
influences the utilization of visual speech cugsch an explanation would also be in line with the findings

of Baart and Vroomeif2010), who found no decline in the use of visual speech cues in a perceptual
recalibration paradigngsee, e.g., Bertelson, Vroomen, & de Gelder, 2003; Reinisch, Wozny, Mitterer, &

Holt, 2014)when participants only had a memory load but did not have to process other visual stimuli

during the presentation of audiovisual speecHence, participants could attend to the visual speech
gedures, which, in turn, lead to theirtilization.

In their review,Navara et al. (2010) discussed two paossibilities for haywrocessing load may
affect the use of visual speech gestureBither the processing of the visuapeech gesturess
compromised or the process of multisensory integration is compromised, even though visual processing
is extracting the relevant features from the input. Our reswbuld support the latter possibility, since
the eyetracking record shows that the participants were mostly focusing on the speaker during the critical
visual release of the stop consonant. It is unlikely that the visual speech could not be processed when
partiOA LJ- y i a Q 3| 1.BenxhaughfpartcisntS Wereigtieohdlirrent visual loads they had
to recognize the objectghis is unlikely to interfere with the perception of biological motiorbjézt
recognition and the perception of biological nmt seem to engage different neural substrates (Giese &
Poggio, 2003)Both, pointing gestures and the speech gestures are examples of biological motion

Considering thigf the problem was a processing bottlenetite pointing gestures should have beeoma
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disruptive than a static array of picturesince in the former but not the latter case two types of biological
motion had to be processedoreover, Thornthon and Vuon¢004)showed that biologcal motion can
be processed outside the focus of attentidhhence seems that it is theseof visual speech cues that is
suspended under attentional loadther than the processing @fsual speech signaself.

This brings us to the second main restitiat visual speech cues influence processing eatly.
first glance the eyetrackingdata on the early use of visual speech lead to a different conclusion than the
ERP data discussed in the introducti®@vidence from ERRulicated that the visuaspeech signat or
more precisely, the phonetic context of the visual speech sigisabnly integrated late wittauditory
speech informatior(Colin et al., 2002; Meyer et al., 28 Stekelenburg & Vroomen, 2007; Vroomen &
Stekelenburg, 2010However, there is a way to reconcile these two sets of findings. The fact that visual
speech isusedearly and immediately does not necessarigguire that it is integrated early with the
auditory information. It is possible that both awdiy and visual streams are evaluateshrly but
independently and only integrated late, as assumed by the HMMBsaro, 1998)The visual information
could then still be used immediately but without influencing the processing of the auditory stigam.
account fits well with a recent reportybBaart and Samug¢R015) who investigated lexical and visual
context effects in speechepception. They find relatively early visual effects and early lexical effects
(<400ms), but the visual effects do not moderate the lexical effdttfie lexical effects arise in an
auditory processing stream, éiseresults would align with ours that thasual speech signal is used early
but does not influence auditory processing.

It is in fact difficult to see howan influence ofvisual informationon auditory processingtself
would be beneficial for spokeword recognition Toaccount for audievisualbenefits for speectin-noise,
it is sufficientto assumethat the auditory and the visual signal are both used to decide the most likely
input; such findings do not necessarily shdvat auditory processing itself is altered by the visual input.
Note thatsimilar arguments have been made regarding lexical contributions to speked recognition
(Frauenfelder & Peters, 1998; Norris, McQueen, & Cutler, 20@0ndicated by computational modeling
simulations in Frauenfelder and Peters (199§)oken-word recognition is not facilitated if lexical
information influenced lower-level auditory perception Smilarly, it may be the case that optimal
audiovisual speecperceptionis better achieved bynindependent evaluation of the auditory and visual
signal.

Interestingly, the effect of the visual cues only precatiee effect of the auditory cues in word
final position. As argued above, this is counterintuitive, because the lead of the visual signal in terms of

when cues are available in the signakigjer in wordinitial position. One way to explain this paradox is
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that visual speech needs an auditory signal to be fully utilized. This clashes with claims that speech is
fundamentally multimodal(or amodal, see Rosenblum, 2008)t would support the idea that speech
perception is mainly auditory with contributions from visual speech if sufficesdurcesare available.

There are three lines of evidence that would sugpsuch a claim. First of all, Experiment 1
showed that audiovisual integration in speech perception falterkighly variable visual environments
even when during the critical words this environment was stdtiis woulduggesthat in all interactions
in which interlocutors are talking about the visual environment, speech perceptioceed without
muchinfluence from visual speecBur data from Experiment 1 show that, despite looking at the speaker,
covert attention to other parts of the display ses to be sufficient to render the visual signal
inconsequential; hence, when the joint attention in the dialogue is on a visual referent, visual speech cues
are unlikely to contribute much to speech communicatiémdeed, the contrast between the use afwual
speech in Experiment 1 and Experiment 2 indicates that there is still research to be done with regard to
the question under what circumstances visual cues are utilized. Secondly, Moos and T(@0G&iN
documented that blind listeners achieve speqmrception capabilities well above those of sighted,
normakhearing listeners. This seems to indicate that the visual sigmait necessary foperceives to
become expert speech recognizersiowever,even a relatively mild hearing impairment can cause
problems in oral language acquisition, and profoundly deaf children acquire vergpitkenlanguage at
all (Mogford, 1993) Thirdly, there is now strong empirical (rather tharerely anecdotal) evidenc¢hat
gaze patterns in conversation differ strongly between different cultRsssano, Brown, & Levinson,
2009) In contrast to this strong variation igaze patterns, there is very little variatiaoross languagen
how conversations progress auditorikkcross different languages conversatipnsceed withinvariably
short silences between thetart of thea LIS | { S N@BtiQers (etdaNJ2@09)f speech was inherently
multimodal, therewould be little room for crossultural variation in gaze patterns

To summarize, our data show that visual speech cues are not used automatically. If there is a
concurrent processing load, visual speech cues, even though probably processed in pegailef used
for speech perceptin. Nevertheless, when the visual speech cues are used, they are used immediately.
This suggests that visual and auditory streams may be processed independently and only integrated at a

later stage.
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